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• Selling  items for a sequence of buyers 

• Each buyer  makes an offer  

• Accept it and sell 1 item, or wait for next one 

• Once sold, cannot be reclaimed

k

t = 1,2,⋯, T vt

Time
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e.g., k = 2, T = 14

α = max
σ

Opt(σ)
𝔼[Alg(σ)]
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       Online Selection Problems

• A set of  items (one at a time)T

• Maximize objective v(S)

• Select a subset  of items 
(with possible constraints)

S ⊂ T

Algorithmica 2001

WINE 2008

ESA 2007

ICML 2021

NeurIPS 2021
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OSCC: Online Selection w/ Convex Costs

• A set of  items (one at a time)T

• Maximize objective v(S) − f(S)

• Select a subset  of items 
(with possible constraints)

S ⊂ T

$ 6

5 kg
10 kg 1 kg

$ 2.5$ 3

15 kg📦
convex & monotone

f(y) = {convex & monotone if y ∈ [0,15],
+∞ otherwise .
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So…how long 
have you been 

circling for a spot?
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• A set of  items (one at a time)T
• Select a subset  of items 

(with possible constraints)
S ⊂ T
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SODA 2015

∑b
xb

t ≤ 1,∀t

xb
t = {0,1}, ∀t, b

At most one bundle 
is selected

convex & monotone  
production costs

FOCS 2011
• Maximize objective v(S) − f(S)

max
xt∈𝕏t

∑t ∑b
vb

t xb
t − ∑j

fj (∑t ∑b
wb

j xb
t )
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        OSCC: Basic Setting
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Time
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maximize
{xt}∀t

T

∑
t=1

vtxt − f (
T

∑
t=1

xt)
subject to

T

∑
t=1

xt ≤ k,

xt = {0,1}, ∀t .

ρ ≜ vmax/vmin
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        OSCC: Basic Setting
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Time

v2

v4

v5

v1

𝒮 = (k, f, vmin, vmax)

α = max
σ∈Ω𝒮

Opt(σ)
𝔼[Alg(σ)]
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Threshold Policies with Tight Guarantees for OSCC

α* =

ρ = vmax/vmin

Optimal CR for 
deterministic Algs

Lower bound for 
all Algs (including 
randomized)

lim
k→∞

Gap(k) = 0

{Gap(k)
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vmax

vmin

kk − 1τ0

λ*τ

λ*k

λ*k−1

- Existence of many competitive TPs 
- Uniqueness of optimal (deterministic) TP 
- Optimality among all deterministic algs

Theorem 1: Optimal Threshold (Deterministic)



Δprimal ≥
1
α

⋅ Δdual

- Strictly increasing phase

f*(p) ≜ max
i∈{0,1,⋯,k}

pi − f(i)
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Theorem 1: Proofs and Intuitions

vmax

vmin

kk − 1τ0

- Initial flat phase

vmin(τ + 1) − f(τ + 1) ≥
1
α

f*(vmin)
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0 < γ(1) < γ(2) < ⋯ < γ(k̄−k+1) < γ(k̄−k+2) = k,

Theorem 2: Lower Bound

vmax

vmin

k0

q(i+1)

q(i)

γ(i) γ(i+1)γ(1)

Piece-wise continuous threshold w/ 
fractional end points

vmin = q(1) < q(2) < ⋯ < q(k̄−k+1) < q(k̄−k+2) = vmax,



vmax

exp(α)
−

vmin

exp (γ(1)α/k)
=

1
k ∫

k

γ(1)

αf′￼(y)
exp (yα/k)

dy

Even the highest (marginal) cost is still 
less than the lowest possible value 
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A special case

vmax

vmin

k0 γ(1)

f(k) − f(k − 1) < vmin

Online selection w/o costs: f = 0

γ(1) =
k

1 + ln ρ

CRlb
f (ρ, k) = 1 + ln ρ

CRlb
f (ρ, k) =

vmink − f(k)
vminγ(1) − f(γ(1))
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Theorem 3: Asymptotic Convergence

vmax

vmin

k0

q(i+1)

q(i)

γ(i) γ(i+1)
A two-segment threshold is enough 

if  is sufficiently large!!kγ(1)
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1 + ln ρOnline selection w/o costs: f = 0

Higher value fluctuations  
worse guarantees (larger )

⟹
α*

Faster cost growth  
better guarantees (smaller )

⟹
α*

Lin.

Quad.

Exp.

Strongly convex
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max
xt∈𝕏t

Convex

Box

Ramping

Inventory

Deadlines

Binary

Linear

Concave

Strongly concave

Separable

Combinatorial

Linear

Quadratic

Polynomial

Convex

Strongly convex

Separable

Non-convex

Linear / Nonlinear

Stationary / Non-stationary

Too complex

Action

Generalization and Variations

∑t
vt(xt) f (s)−

Dynamics

s = (s0, s1, s2, ⋯, st, ⋯, sT)
st ∼ st−1, xt

s0

s1 st

s2

sT

Value Cost
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COLT 2018

SODA 2020 SODA 2020

ICML 2021

⋯ Many more
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‣ Simple algorithms; Strong guarantees

‣ Variations; Open questions

‣ Online selection with convex costs

Concluding Remarks
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